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Abstract
This paper explores the significance of intelligent social
behavior among non-human animals for philosophical
theories of communication. Using the alarm call system
of vervet monkeys as a case study, I argue that inter-
personal communication (or what I call “minded com-
munication”) can and does take place in the absence of
the production and recognition of communicative inten-
tions. More generally, I argue that evolutionary theory
provides good reasons formaintaining thatminded com-
munication is both temporally and explanatorily prior
to the use of communicative intentions. After develop-
ing these negative points about the place of communica-
tive intentions in detail, I provide a novel alternative
account according to which minded communication is
characterized in terms of patterns of action and response
that function to coordinate the representational mental
states of agents. I show that an account which centers
on patterns of representational coordination of this sort
is well suited to capture the theoretical roles associated
withminded communication and that it does so in away
that provides a good fit with comparative facts about the
presence of minded communication among non-human
animals.
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2 ARMSTRONG

1 INTRODUCTION

The comparative study of behavior has revealed a remarkable degree of psychological complexity
in the communicative abilities of non-human animals. From bats and baboons to chickens and
cuttlefish, a wide range of non-human animals have been shown to perform intelligent actions
that are exquisitely designed to update their audience members’ states of minds in characteristic
sorts of ways.1 How should these empirical facts about non-human animals inform our philosoph-
ical theories of communication?Why, if at all, should philosophers care about the communicative
abilities of other animals?
This paper elaborates upon anddefends answers to these questions.Myprimary focuswill be on

the implications of the behavior of animals for familiar ways of understanding the nature of inter-
personal communication. Since in a discussion of non-human animals it is best not to prejudge
the question of whether communication in this familiar sense is a relation that necessarily holds
between persons as opposed to other kinds of psychological agents, I will utilize the theoretically
more neutral term minded communication (or m-communication, for short).2 I argue that facts
about non-human animal communication motivate a broader understanding of minded commu-
nication than the one that has become standard in philosophical discussions of communication
since the influential work of H.P Grice (1957) and those following in his wake (e.g. Schiffer (1972),
Bennett (1976), Sperber andWilson (1986/1995), Stalnaker (2014), amongmany others). According
to this account, communication is taken to be a process whereby a communicator intentionally
brings about a change in audience members’ states of mind (in their beliefs, desires, expectations
and etc.) and for that change to be mediated, at least in part, by audience members’ recognition
of the communicator’s intention. According to views of this kind, minded communication min-
imally requires the production and successful recognition of a specific kind of communicative
intention.
My aim is not to show that communicative intentions have no role to play in any instances of

minded communication but, rather, to show that minded communication can and does occur in
the absence of communicative intentions. In Section 3, I make this case by focusing on what is
known about the behavior of non-human primates. I show that there are good reasons to believe
that non-human primates engage in psychologically rich forms of communication but that these
creatures are not capable of producing or recognizing communicative intentions and, hence, that
communicative intentions are not required for minded communication as such. Even apart from
counterexamples concerning specific cases of animal communication, I show in detail that there
are quite general evolutionary reasons for maintaining that minded communication is both tem-
porally and explanatorily prior to communicative intentions—in particular, that communicative
intentions evolved to facilitate already existing practices of minded communication, rather than
the other way around.
Building on these evolutionary considerations, in Section 4, I propose an alternative model of

minded communication that centers on a socio-cognitive relation I call representational coordi-
nation. To a first approximation: representational coordination consists in situations in which
communicators perform the actions they do because of the specific effects those actions function
to bring about on audiencemembers’ states of minds, audiencemembers respond to those actions
in the specific way that they do (at least in part) because of the way those mental responses func-
tion to guide their own subsequent actions, and neither communicators nor audience members
would benefit from unilaterally changing their manner of action and response. While represen-
tational coordination does involve non-trivial capacities for mental representation, it does not
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require more demanding meta-representational capacities. Nor, for that matter, does it require
agents to form intentions of the sort highlighted by Grice concerning the manner in which com-
municative actions manage to achieve their cognitive effects.
My proposed model of minded communication shares with other broadly teleosemantic

accounts of meaning and communication a focus on the selective stabilization of behaviors, and,
more specifically, on the co-evolution of sign production and sign response (Millikan (1984),
Skyrms (1996), Planer and Godfrey-Smith (2020)). However, in Section 5, I argue that, if construed
wholly in biological terms that apply widely within the living world, standard telosemantic mod-
els fail to capture central facts about the patterns of sign production and sign response displayed
by many animals in addition to humans. The mental states of an animal (human or otherwise)
can make a difference to the way that animal engages in communication with others. Accord-
ingly, I argue that there is good reason to follow a long philosophical tradition in distinguishing
purely natural forms of communication from distinctively minded forms of communication. In
the terms of the framework that I shall develop, there is real and theoretically important distinc-
tion to be made between forms of communication that merely serve to coordinate the behavior of
organisms (or their parts) and forms of communication that serve to coordinate the behavior of
organisms by way of coordinating their mental states. The importance of this distinction between
different kinds of communication should not be obscured in an effort to correct the overly intellec-
tualized picture of minded communication that has routinely been invoked within philosophical
discussions.
One final preliminary remark before turning to the central issues of the paper. Much of the

discussion to follow will turn on questions about the place ofmental (or psychological) states and
processes—specifically, representational or cognitive aspects of mental states and processes—in
explaining animal behavior.3 Howbest to demarcatemental states and processes fromnon-mental
ones is, quite obviously, a complex issue that is the subject of extensive philosophical debate. Since
I cannot discuss the issue in detail, I will proceed bymore or less assuming a particular account of
the mind that I find plausible, assessing questions about minded communication from the point
of view of that account. The account in question locates the distinctive character of mind in terms
of a distinctive kind of agency—specifically, in terms of the integration of distinctive capacities for
tracking the world and for guiding action.
In brief, the claim is that organisms equippedwithmental capacities have internal states that do

not merely co-vary with the states of the world and serve to mediate behavior but have capacities
that do these things in highly particular ways. At the level of tracking, creatures with mental
states have sensory systems displaying constancymechanisms and the ability to integratemultiple
sensory cues together to form a unified perspective on a complex environmental scene—that is to
say,mental capacities enable organisms to identify (and re-identify) complex distal environmental
conditions despite significant variations in the proximal stimulation to which they are exposed. In
these respects, minded organisms have internal states with bona fide representational content.4
At the level of guiding action, the claim is that organisms equipped with mental states do not
merely use their environmentally sensitive internal states to guide their behavior but do so in
flexible ways.5 In other words, there is a kind of response breadth in the behavioral repertoire of
minded organisms: these organisms are capable of varying their behavior on the basis of their
expectations of the benefits and costs of their actions. Accordingly, even after an agent of this sort
has come to represent the world as being one way rather than another, they can decide to act in
multiple different ways or not at all.
Although much of what I say below is compatible with other ways of attempting to demarcate

the mind, I believe this account is both theoretically plausible and empirically tractable and so
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will treat it as a working hypothesis. The connection between this account of mental states and
processes and my account of communication will emerge throughout the paper.

2 GRICE’S PROBLEM

In his highly influential paper, Grice (1957) distinguishes between what he calls natural meaning
andwhat he calls non-natural meaning: a distinction between a form ofmeaning that is grounded
in purely statistical patterns of co-variation found widely in nature and a form of meaning that is
more specifically grounded in psychologically-mediated actions on the part of individual agents.
And, famously, Grice offers an analysis of non-natural meaning in terms of a specific sort of com-
municative intention on the part of individual agents. One of the central aims of this paper is to
argue that Grice’s analysis is insufficiently general: that there are instances of non-natural mean-
ing that do not involve specific communicative intentions on the part of the individual agents
that figure in Grice’s discussion. However, in what follows I will frame my discussion in terms of
questions about communication rather than in terms of questions about meaning per se.
Meaning and communication are, of course, intimately related: communication involves states

or acts that have meaning, in some sense or other. Nevertheless, the difference between meaning
and communication is not inconsequential. Communication is essentially a social affair, centering
on relations that hold between communicators (or senders) that act and audience members (or
receivers) that respond. In contrast, an agent may well mean something (in either of Grice’s senses
of the term) by an observable action without successfully procuring a response on the part of
audience members or even if there happen to be no audience members present at all. By focusing
on communication directly we make the reciprocal dependence at play between communicators
who perform actions and audiencemembers that respond explicit rather thanmerely incidental.6
Still, Grice’s distinction is notwithout a point. Communication aboundswidely in nature. There

are many systems of communication—for example, those present in the chemical interactions
among the cells in our body or among bacteria—that do not in any interesting sense require psy-
chologically mediated actions and responses on the part of individual agents. Call these systems
of natural communication. But there are also systems of communication which do require psy-
chologicallymediated actions and responses on the part of individual agents; inGrice’s term, there
are systems of communication which are grounded in acts of non-natural meaning on the part of
communicators and the identification of non-natural meaning on the part of audience members.
These latter systems of communication are standardly called systems of ‘interpersonal communi-
cation’; however, as I have already noted, I will use the termminded communication to denote
these systems of communication.
Grice highlighted the question of what it is for an agent to successfully perform an action with

non-naturalmeaning. I want to highlight a related but distinct question:What is it for two ormore
agents to successfully engage in minded communication? What, in other words, do interacting
agents each need to do in order to successfully communicate in a psychologically distinctive way
with one another?
Given what I have already said about what makes a mind a mind, I will take it to be uncontro-

versial that paradigm instances ofminded communication are at least representationallymediated
and flexibly controlled whereas paradigm instances of natural communication are not. Although
these conditions are not sufficient for minded communication, for reasons that I shall shortly
detail, they are plausible necessary conditions that can fruitfully be used to probe for the presence
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of minded communication even before we have arrived at an informative characterization of its
underlying nature.
In the formof a set of diagnostic tests, we can askwhether a systemof communication is natural

orminded by asking the following set of questions.7 First, are themessages produced and received
in the systemof communication capable of genuinelymisrepresenting the states of theworld, over
and above being non-factive or out of sync with the current state of the environment? Second,
are the acts of producing and receiving the messages in the system flexibly controlled by agents’
expectations and preferences, over and above being controlled by those agents’more basic reflexes
or instinctual behavioral profile? If the answer to both of these questions is ‘yes,’ we have a prima
facie reason to take the system of communication to be minded. In contrast, negative answers
to both these questions gives us a prima facie reason to take the system of communication to be
purely natural.8
So understood, the basic phenomenon at work in minded communication is quite familiar: it

concerns situations inwhich agents “devise some external perceptible signswhich let one another
know of those invisible ideas of which their thoughts are made up,” to quote Locke’s famous
description.9 Minded communication, in other words, centers on situations in which two ormore
agents exchange the representational contents of their states of mind through some medium of
signs or observable actions that are produced and responded to by the flexible actions of those
agents. In such situations, not only can there be a kind of diffusion (or “transmission”) of mental
states among a population of agents in which one agent’s representations of the world comes
to be adopted by other agents in the population but this process of diffusion is constrained by
those agents’ expectations of the costs and benefits of their actions. This latter feature serves to
make the probability that one agent’s representations of the world will spread to other members
of the populations sensitive to specific features of the unfolding context of social interaction—
for example, the agents’ history of prior interactions and their current estimations of the benefits
of subsequent social interaction. In short, while the term ‘minded communication’ is new, the
basic phenomenon that the term is being used to pick out has long been the focus of extensive
discussion.
Minded communication gives rise to a rather straightforward empirical problem: namely, the

problem of providing a complete or even approximate description of the specific mechanisms
that enable agents to flexibly exchange the contents of their states of mind with one another. But
minded communication also gives rise to a more conceptual or philosophical problem—one that
might well be called Grice’s problem, because it was Grice that so forcefully brought the problem
to general philosophical awareness.10
There are many situations in which a psychologically mediated action on the part of one agent

causes a change to another agent’s state of mind, but not all such situations constitute instances
of minded communication. For instance, if you walk up to me and deliberately poke your finger
in my eye, that would bring about certain changes to my state of mind. But it would seem wrong
to suggest that your finger poke communicated that you were trying to hurt me, even if trying to
hurt me was indeed the reason behind your action. Similar, you might well be able to infer from
my nervous twitches and the presence of your broken cup that I am the one that broke your cup.
But there seems to be a theoretically important difference between your coming to accept that
I broke your cup from observing my nervous twitches together with your broken cup and your
coming to accept that I broke your cup from my having told you that I broke your cup.
Examples like these make it clear that not all situations in which agents flexibly act in ways

that cause changes to others’ states of mind are situations in which those agents have genuinely
communicated with one another in psychologically distinctive ways. But what exactly is this
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further factor that serves to demarcate communicative interactions from other representationally
mediated and flexibly controlled forms of social interaction?
Grice (1957) and (1969) famously suggested—and many subsequent authors have agreed—that

this problem should be solved by an appeal to a distinctive kind of intention (or plan) on the part
of communicating agents and their recognition on the part of audiencemembers. To be a bit more
exact, we can say that an actionU is guided by a communicative intention iff the communicator
produced U intending that:

(i) audience members would come to entertain some particular representational content P by
forming or activating a belief or intention on the basis of observing U;

(ii) audience members would recognize that the communicator produced U in order to generate
the psychological response in (i); and,

(iii) audience members’ psychological response in (i) would go, at least in part, by way of the
recognition in (ii).11

We can then let the INTENTION-COMMUNICATION THESIS or, more simply, INTENTION-
ALISM be the thesis that the representational content expressed by a communicator’s action
is determined by that communicator’s communicative intention and, further, that successful
minded communication requires audience members to identify the representational content
expressed by the communicative intention guiding that communicator’s action. More simply,
INTENTIONALISM is the thesis that minded communication consists in the production and suc-
cessful recognition of actions guided by a specific communicative intention. According to propo-
nents of this thesis, minded communication differs from other psychologically mediated forms of
social interaction in virtue of the fact that minded communication requires the use of commu-
nicative intentions in a way that other forms of social interaction do not.
It should be noted that communicative intentions need not be brought to the level of explicit

awareness—or accessible to conscious reporting to oneself and others—in order to be produced or
recognized by agents. Communicative intentions can arise within agents tacitly, through the exer-
cise of fluent social-cognitive competences (cf. Railton (2009)). For all that, communicative inten-
tions do require a significant amount of psychological complexity from the agents that have them.
In order to generate or recognize communicative intentions, agents must possess the capacity to
mentally represent the representational states of themselves and other agents and the capacity
to form goals about the manner in which their actions can bring out changes in the represen-
tational states of other agents. In other words, in order for an agent to produce or recognize a
communicative intention at some time t that agent must, at t, have the capacity to engage in both
meta-representation as well asmeans-to-end causal reasoning about the relation between the com-
municator’s act and audience members’ psychological response.12, 13
In what follows, I will argue that INTENTIONALISM is mistaken and I will develop an alter-

native account of minded communication in its place. But before turning to that task, let me
state explicitly once again that my arguments against INTENTIONALISM are not intended to
show that communicative intentions are altogether otiose in our understanding of systems of
communication or that there might not be forms of minded communication that do require the
presence of communicative intentions. For example, nothing I will say is inconsistent with the
claim that communicative intentions are required to explain specifically human forms of minded
communication—say, in the use of richly structured natural languages, or poetry, or political per-
suasion.14
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The fact of the matter is that philosophers have routinely conflated questions about the spe-
cific character of minded communication with questions about what makes human systems of
minded communication unique (or, better: uniquely unique) in the natural order of things.15 But
questions about what minded communication consists in are distinct from questions about the
distinctive way humans engage in minded communication—only confusion comes from conflat-
ing these separate questions. Consequently, it may well be that some authors who have made a
central appeal to communicative intentions are not really committed to INTENTIONALISM as
defined here, but are instead attempting to develop a thesis about distinctively human forms of
communication. I do not wish (here, at least) to debate specific questions of exegesis, although I
do believe that there is at least a quite natural reading of Grice (1957) andmany others (e.g. Schiffer
(1972) and (1982), McDowell (1980), Sperber andWilson (1986/1995), Scott-Phillips (2014)) accord-
ing to which these authors claim that communicative intentions are implicated in the nature of
psychologically distinctive,minded forms of communication quite generally. In any case, it will be
useful to explore the prospects of INTENTIONALISM even if few authors have explicitly endorsed
that thesis in the general form stated here.

3 ANIMALS AND THE EVOLUTIONARY CHALLENGE

INTENTIONALISM is false: minded communication does not require the production and recog-
nition of complex communicative intentions. At the most basic level, my argument for this claim
takes the form of a counterexample: there are creatures capable of engaging in minded communi-
cation that are nonetheless not capable of producing and recognizing communicative intentions.
Hence, minded communication does not require the presence of communicative intentions and
INTENTIONALISM is mistaken.
While objections of this kind have been developed in the case of human children (Breheny

(2006)), human adults with autism spectrum disorders (Glüer and Pagin (2003), De Villiers et al
(2007)), and even neurotypical adult language users (Keysar (2000), Gauker (2008)), I will focus
the case on non-human animals. This focus on non-human animals will bring out features of
explanatory practicewithin evolutionary theory that serve to deepen the force of the basic problem
with INTENTIONALISM.

3.1 The distribution problem

Many contemporary philosophers treat animal communication systems as complicated instances
of natural communication systems. This is generally not because they hold that animals are
thoughtless brutes, incapable of any kind ofmental representation. Instead, the rationale typically
centers on the claim that animal communication systems lack the kind of flexibility required for
minded systems of communication. According to this picture, animals communicate using a fixed
set of genetically specified elements that operate in a wholly pre-arranged, code-like manner.16
Thus even if the senders and receivers of animal communication systems have psychological
capacities, the claim is that their communicative behavior is not guided by those psychological
capacities in the way required for minded communication.
This common view of animal communication turns on a conflation between inflexibility in

the number and type of elements in a communication system and inflexibility in what the ele-
ments of that communication system can be used to express across different occasions of use.
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A communication system with a fixed set of genetically specified elements may well serve to flex-
ibly express occasion-specific messages. In the useful terminology of David Kaplan (1989a), inflex-
ibility with respects to the characters (or standing “rules of use”) of a system of communication
does not imply inflexibility with respects to the contents (or occasion-specific “messages”) that
those characters are used to express across various contexts of use.
The difference between these two types of flexibility is especially important in understanding

the behavior of animals, for the simple reason thatmobility is a characteristic feature of animals.17
Animals move their bodies in ways that brings about significant changes in their spatial locations
and they must keep track of these changes in addition to responding to whatever other changes
their environmentsmay be undergoing. So even if the set of elements comprising the communica-
tive repertoire of a given species of animal were completely fixed, animals of that species could
still use that repertoire to say a good deal about the states of their environment. More specifically,
the fact that an animal is biologically endowed with a set of “codes” for producing or responding
to acts of communication does not itself show that this animal does not use its states of mind to
produce or process the specific contents generated through the use of those codes. Consequently,
flexibility with respect to the set characters comprising a communicative repertoire or flexibil-
ity with respect to the contents expressed on occasions of use by those characters is relevant for
assessing the psychological status of a communication system.
Consider the much-discussed alarm call system of vervet monkeys.18 These monkeys produce

acoustically distinct calls in response to distinct kinds of predators: one for aerial predators such
as eagles, one for terrestrial predators such as leopards (or domestic dogs), and another for low-
lying terrestrial predators such as snakes. Each of these acoustically distinct calls is associated
with a characteristic response by audience members: looking up and seeking cover in a bush in
the case of eagles, running up a tree in the case of leopards, and looking down at the groundwhile
jumping in the case of snakes. Although vervets do refine the production and processing of these
alarm calls over the course of individual development, and although the calls themselves do show
some regional variation across populations of vervets, this basic repertoire of calls appears to be
fairly inflexible and highly developmentally canalized. Still, the particular contents conveyed by
the use of these alarm calls is context-dependent in that the calls serve to indicate the presence of
a particular type of predator at the time of utterance.19
Is this basic communication system an instance of minded communication? By the lights of

the diagnostic tests with which we started, there is good reason to answer in the affirmative.20
Vervet communicators track their predators in psychologically distinctive ways; the same is true
for the way vervet audience members track the calls of other vervets. Moreover, as Cheney and
Seyfarth (1990) document at length and as subsequent work by Ducheminsky et al (2014) has
confirmed, neither the production of the calls nor the response to the calls operate in a simple,
automatic, manner. It is not an inevitable consequence of receiving an aerial alarm call that other
vervets will look up and seek the cover of a bush; if previous eagle calls by the communicator have
proven to be unreliable, for example, audience members barely look up or forgo a response alto-
gether. Similarly, it is not an inevitable consequence of detecting a predator that vervets produce
alarm calls, as might be the case if the calls were simply an automatic fear response. In fact, upon
detecting a predator, vervets do not issue alarm calls unless they take it that audience members
are within earshot.21
Vervet alarm calls thus provide a variable but still reliable means of making vervets’ mental

representations accessible to others, serving to align group members’ states of mind with one
another and with the world each group member inhabits. In sum, we have good reason to believe
vervet monkeys engage in minded communication.
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With that said, and despite intensive empirical and theoretical investigation, there is no com-
pelling reason to believe that vervet monkeys are capable of generating or recognizing commu-
nicative intentions: they do not seem capable of meta-representation, and they do not appear to
formulate reflexive intentions about the manner in which their vocalizations influence audience
members’ states of mind.22 Like all primates, vervet monkeys do engage in robust, and highly
sophisticated, forms of social cognition—a point I have developed elsewhere (Armstrong (2019);
see alsoAndrews (2012)). But vervetmonkeys do not show any evidence of engaging in the specific
kind of social cognition at work in the production or recognition of communicative intentions. It
therefore follows that the category of minded communication is not demarcated by the presence
or absence of communicative intentions or, indeed, by any other kind of meta-representational
state.
I’ll call this the distribution problem because it alleges that the distribution of systems ofminded

communication is incompatible with the core claim of INTENTIONALISM. It is worth emphasiz-
ing that the vast literature on primate communication provides countless other cases illustrating
the points I have been making about vervet alarm calls.23 Indeed, the problem is not unique to
primate communication systems. It just as well could have been illustrated by patterns of behavior
observed among a wide variety of other species both within the mammalian lineage and outside
of it.24
There are interesting and important questions to ask about exactly how widely distributed

minded communication is among animals—for instance, about whetherminded communication
is found among reptiles such as frogs or among insects such as bees. I will return to these ques-
tions in Section 5. For now, it suffices to say that comparative facts about minded communication
provide a serious objection to INTENTIONALISM. And the problems run deeper still.

3.2 The evolutionary problem(s)

Evolutionary theory is fundamentally concerned with understanding the way in which organ-
isms undergo change over time. Foundational accounts of the nature of communication should
not merely cohere with comparative facts about the distribution of communication systems but
should also cohere with our understanding of the underlying processes that generate the relevant
distributions.
It is useful here to distinguish between two distinct but complementary ways that evolutionary

theorists explain change over time. The first can roughly be described as providing an answer to
the question of why it is that the frequency of some given trait (or class of traits) varies over time
among a population of organisms, and providing that answer in a way that appeals to known
evolutionary processes such as natural selection, drift, migration, etc. The second can roughly
be described as providing an answer to the question of how it is that there came to be a causal
mechanism producing a given trait T such that this causal mechanism stands at the endpoint of
a continuous sequence of mechanisms such that each mechanism in the sequence produces a
trait increasingly similar to T and differing from its predecessor in only marginal respects.25 For
instance, onemight explain the evolution of feathers either by (i) elucidating the contribution that
heritable variations in feathers make to the ability of organisms in a population to survive and
produce viable offspring or by (ii) elucidating a gradual sequence of mechanisms which begins
with the production of feather-like follicles in individual organisms and which culminates in a
specification of the mechanisms that produce full-blown feathers.26 We can call the former an
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adaptive explanation of a trait and the former, following Calcott (2009), a lineage explanation of a
trait.
We are still a good deal away from being able to provide anything like comprehensive adap-

tive or lineage explanations of minded communication. Nevertheless, I maintain that profound
problems surround any serious attempt to provide either type of explanation in a way that is con-
sistent with INTENTIONALISM. The problem is that explaining the origins of communicative
intentions in either of the two relevant ways seems to presuppose the prior presence of minded
communication. In making this point I will focus on the case of adaptive explanations, although
similar remarks could also be made in the case of lineage explanations.27
To provide an adaptive explanation is, as I have said, to characterize a path through which

known evolutionary forces such as natural selection or drift could give rise to the emergence and
perpetuation of some given trait. Very few theorists have considered questions of the origin of com-
municative intentions in this sense, or about the kinds of selective scenarios that might serve to
generate the capacities supporting communicative intentions.28 There is, however, a large litera-
ture on the selective scenarios thatmight explain why the ability to engage inmeta-representation
might have come to initially emerge and subsequently persist over time. I will use the literature
concerning the adaptive origins of meta-representation as something of a rough proxy for the
adaptive origins of communicative intentions, working under the conditional assumption that
the origins of each of these types of psychological states can be explained in adaptive terms.
A variety of selective scenarios for the emergence and stabilization ofmeta-representation have

been proposed. Some have emphasized the importance of meta-representation for engaging in
complex social coordination, particularly the kind of complex social coordination involved in col-
lective foraging, big game hunting and the division of communal labor.29 Others have focused on
the importance of meta-representation for building long-term social contracts, and, in particu-
lar, for detecting cheaters that would reap the benefits of social coordination without paying its
costs. More generally, a capacity for meta-representationmight facilitate a kind of “Machiavellian
intelligence” that allows agents more effectively to navigate the complex dynamics of life within a
social hierarchy.30 Still others have highlighted the developmental role of meta-representation in
facilitating extended social networks, teaching, and rich forms of cultural learning.31 A number
of other possible selective scenarios have been proposed and discussed.
Thankfully, my goal here is not to attempt to identify which (if any) of these accounts is to

be preferred or to show how they might fruitfully combined. Rather, I want to abstract over the
differences between these accounts and focus on a common core.
It is striking that each of these leading accounts of the origin ofmeta-representation presuppose

that the underlying populations of agents are already capable of linking up their representational
states of mind through patterns of observable action and response—that is, of engaging inminded
communication. In particular, these accounts of the adaptive value of meta-representation do not
themselves serve to explain why agents would come to have representational states of mind or
why such agents would perform actions that would allow their representational states of mind to
be accessible to others. Rather, what these various accounts seek to explain is the role that meta-
representation would play in overcoming various limitations or constraints imposed on already
existing systems of minded communication.32
Why kinds of limitationsmight these be? One central kind of limitation concerns the expressive

power of a system of communication. A group of agentsmaywell find themselves facing a specific
kind of communicative bottleneck in which they have a rich array of mental states—for example,
in having thoughts about objects distant in space or time or about subject matters not accessible
solely by perceptual means—but an expressively poor system of communication to convery the
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representational content of thosemental states. Another kind of limitation concerns the reliability
or fidelity with which agents are able to infer the representational content associated with other
agents’ actions—as, for example, when you are trying to teach me how to perform a complex and
labor intensivemanual skill but in which I struggle to follow the fine-grained details of the actions
you display.
In their separate ways, the foregoing accounts of the adaptive significance of meta-

representation all aim to provide explanations for what a capacity for meta-representation might
help agents overcome both these kinds of limitations andwhy overcoming these limitationswould
aid in the ability of those agents to survive and reproduce. But it makes little sense to talk about
the adaptive value of expanded abilities to engage in an activity that one cannot already engage in.
Consequently, if agents were not already engaging in psychologically distinctive forms of minded
communication there could be no selection for the relevant meta-representational abilities
We thus have another reason to reject INTENTIONALISM. That thesis identifies minded com-

munication with the ability to produce and recognize specific kinds of meta-representations. And
yet, leading attempts to provide an adaptive explanation of meta-representation presuppose the
prior existence of minded communication. Meta-representation is not therefore a necessary con-
dition on minded communication as such. More generally, there is an important sense in which
minded communication is both temporally and explanatorily prior to communicative intention.
It is perhapsworthmaking clear that I do not take any of this to provide a kind of transcendental

deduction of the falsity of INTENTONALISM. In particular, I do not claim that there are no pos-
sible selective scenarios for the emergence of meta-representation among a population of agents
who are not engaged in some kind of minded communication. For example, it seems metaphysi-
cally possible that a lineage of solitary, asexually reproducing animals could develop a capacity for
meta-representation thanks to its role in facilitating completely asocial psychological processes of
reasoning and reflection; say, as a means of critically evaluating their own epistemic policies or
past mistakes.33
My discussion of adaptive explanations above does not concern what is metaphysically possi-

ble but rather what is biologically and evolutionarily plausible given what is known about the
actual world. A good deal of work strongly suggests important—though likely contingent— con-
nections between the ability to engage in sophisticated forms of social cognition (of which, meta-
representation and communicative intentionwould be special cases) and the demands of living in
stable social groups. In particular, animals with greater capacities for social cognition have been
found to come from lineages whose members live in groups that require individuals to interact
repeatedly with the same individual or the same group of individuals over time in psychologically
demanding episodes of coordination and conflict.34 The stability of these specific kinds of social
arrangements crucially depend upon the ability of its members to communicate with one another
in psychologically distinctive ways. Minded communication provides a glue or “common tie” that
allows the members of these groups to remain a unit over time.
In considering the processes that lead to the emergence of meta-representation within our own

hominid lineage, current evidence suggests that we came to possess an ability to engage in meta-
representation only provided that we were able to interact and exchange our representations of
the world with others.35 This is the case if for no other reason that a solitary primate of our body
size and dependence on others would be far too vulnerable to predation and would lack the right
kind of structured learning environment to develop a capacity formeta-representation outside the
context of minded communication. These facts about our history provide good reason to believe
that even if meta-representation evolved in our lineage because of the role it played in purely aso-
cial processes of reasoning and reflection, minded communication would have had to be present
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in our lineage beforehand. In other terms: all the nearby, evolutionarily plausible scenarios in
which our ancestors evolve the capacity to engage in meta-representation are also scenarios in
which our ancestors (or their ancestors) had already evolved the ability to engage inminded com-
munication. A focus on asocial processes of reasoning and reflection does not provide of a way of
avoiding the foregoing problem with INTENTIONALISM.

4 MINDED COMMUNICATION AS REPRESENTATIONAL
COORDINATION

How, then, should we understand the character of interpersonal or minded communication?
In particular, how do we draw a principled distinction between situations in which agents act
in ways that cause changes to each other’s states of mind and situations in which agents gen-
uinely communicate with one another? Along with a number of other philosophers—notably
Dorit Bar-On ((2013a); (2013b)))—I believe that we can provide answers to these questions with-
out “going Gricean” or making any essential appeal to communicative intentions. In this section,
I will develop a specific proposal that bears this out.

4.1 Coordinating states of mind

In its most basic form,my claim is that minded communication consists in patterns of actions and
response that function to coordinate the mental states of agents.36 It is the function of communica-
tive actions and responses to coordinate the mental states of agents in the sense that coordinating
the mental states of agents is why these patterns are produced and why they are perpetuated
over time: communicators perform the specific actions that they do (at least in part) because of
the effects of those actions on the mental states of audience members and, conversely, audience
members respond to those actions in the specific way that they do (at in part) because of facts
about the role those mental states play in guiding action.37 Crucially, while these functional rela-
tionsmay be mediated by the production and recognition of communicative intentions they need
not be: a pattern of action and response can function to coordinate agents’ states of mind without
being explicitly intended as such.
The foregoing provides a straightforward way to distinguish communication from merely

causing changes to agents’ states of mind. Your nervous twitches may well cause me to come to
believe that you broke my cup but, crucially, those twitches are not produced because of the way
they function to coordinate our states of mind and so do not constitute an instance of minded
communication. Similarly, my wearing of a tuxedo is likely to generate an expectation in others
that I am going to a formal event of some kind. However, unless I wear a tuxedo because it
functions to generate that expectation in others, my wearing of a tuxedo would not count as
an instance of minded communication.38 In genuine cases of minded communication, the pat-
terns of action and response (rather than some alternative pattern, or no action or response) are
produced and perpetuated because of their role in linking the states ofminds of agents rather than
as an accidental by-product or downstream consequence of other things the agents are doing.39
The basic idea takes us some ways toward addressing Grice’s problem, but it does not go far

enough. In particular, we need to provide a more careful characterization of what is involved in
coordinating the mental states of agents. This is especially important for understanding the dif-
ference between successful and unsuccessful episodes of minded communication. After all, the
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conspicuous waving of my hand in your direction may well function to link up our states of mind
in definite ways. But if you took me to be offering you a friendly greeting, whereas I was warn-
ing you of a bug near your face, there is a clear failure at work in our communicative exchange:
you misconstrued or misunderstood my communicative act. If minded communication is to be
understood in terms of patterns that function to coordinate the mental states of agents, then coor-
dination must involve more than mere a reciprocal dependence in agents’ states of mind.
To address this fact, I will make use of a variant of the game-theoretic model of coordination

introduced by David Lewis (1969). In Lewis’ original set up, a sender and a receiver are engaged
in a game of coordination. The sender has access to information about the world that the receiver
lacks and can act so as to produce an observable sign or an action type that functions to inform.
The receiver, in turn, can observe the sender’s choice of sign and perform an action which has
payoff consequences for both agents. If there is an appropriate match between the state of the
world observed by the sender and the choice of action selected by the receiver, then both players
get a positive payoff but get no pay-off otherwise.
Instead of focusing directly on thematch between the external state of theworld and a receiver’s

subsequent external behavior, I suggest that we focus on that match indirectly as mediated by
a set of intervening variables: namely, the representational states of mind of the agents doing
the sending and receiving of the observable signs. In the form of a diagram—modified from the
now standard depiction of Lewis’ model (Godfrey-Smith (2014a), p. 79)—the central idea can be
modeled as in Figure 1.

F IGURE 1 Representational coordination: fs, maps representational states of mind of the sender to signs; fR,
maps signs to representational states of mind of the receiver; F, the resulting mapping from states of mind to
states of mind

In terms of this model, we can characterize an m-communication problem as a situation in
which there are multiple possible policies (or “protocols”) for sending and receiving representa-
tional content available to both the sender and receiver but inwhich both sender and receiver have
an interest in adopting policies that are appropriately related to each other’s. An instance of coor-
dination that results in minded communication is a solution to an m-communication problem—
i.e. a set of ordered pairs {fS, fR}—which meet three core conditions: (i) the pair of policies, rather
than some alternative pair of policies which could have been used by the agents, is adopted by the
sender and receiver in the course of their social interaction with one another; (ii) the represen-
tational content of each of the pair of policies is anchored to the same aspects of the world in
the sense of having overlapping or co-extensive semantic conditions of satisfaction (e.g. overlapping
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accuracy, fulfilment, or truth conditions); and, lastly, (iii) neither sender nor receiver would benefit
from unilaterally deviating from their choice of policy. When two or more agents manage to settle
on an m-communication system that meets these conditions, we can say that they are engaging
in a form of representational coordination.40
With these points in place, my proposal can be reformulated as the claim that minded com-

munication consists in patterns of actions and response that function to result in representational
coordination. Unsuccessful cases of minded communication—cases in which agents are commu-
nicating but doing so poorly—consist in patterns of actions and response that function to connect
the mental states of agents but do so in way that fail to result in representational coordination.

4.2 Putting intentions in their place

Representational coordination makes clear how agents could engage in minded communication
without having, or being somuch as capable of having, a special kind of communicative intention.
Let me illustrate this point by returning to the case of vervet monkeys.
Vervet monkeys face m-communication problems. In the specific case of alarm calls, this prob-

lem concerns the connection between vervet monkeys’ mental representations of predators and
their policies of producing and responding to vocalizations. There is, after all, no intrinsic con-
nection between the acoustic properties of alarm call and the states of affairs in the world those
alarm calls serve to represent. And as we have seen, there is no automatic (reflex-like) connec-
tion between a vervet coming to represent the presence of a predator and that vervet coming to
produce an alarm call; nor is there an automatic (reflex-like) connection between a vervet hear-
ing the alarm call of another and that vervet coming to represent the presence of a predator. Yet,
vervetmonkeys do clearly benefit fromhaving access to a system that functions to coordinate their
representations of predators with the mental representations of others.41
On a given occasion of social interaction, a vervet sender will have successfully engaged in

minded communicationwith one ormore receivers to the extent that the representational content
of the state of mind that guides the sender’s act is coordinated with the representational content
of the receivers’ state of mind upon hearing the sender’s call. Conversely, there will be a failure of
communication if the representational content that guided the vervet’s production of the call fails
to be considered by receivers—i.e. if the production was guided by a representation of an aerial
predator, but the receiver comes to generate a representation of a ground predator ormerely comes
to represent the fact that the sender emitted a call of a certain type. No appeal to higher-order or
meta-representational states of mind is required.42
Of course, agents engaging in representational coordination could reasonably be said to be

guided by first-order intentions: specifically, by what David Kaplan (1989b) dubs a directing inten-
tion or a plan for a bodily movement anchored in an entity that a communicator has in mind.
However, the present point is that no appeal to a distinctive kind of communicative or reflexive
intentions is required to understand what it is for an agent to perform a communicative act. Sim-
ilarly, there need not be any recognition of such communicative or reflexive intentions on the
part of audience members in order for successful communication to occur. In short, the present
point is that we can solve Grice’s problem in a way that does not capitulate to anything like Grice’s
solution.
Still, it is worth emphasizing that communication by way of the production and recogni-

tion of communicative intentions satisfies the conditions required for representational coordi-
nation. In particular, communication by way of the use of communicative intentions can be
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straightforwardly understood as a special case of representational coordination; namely a special
case inwhich agents’ policies of sign production and sign response are being selected in away that
is sensitive to the special way each agent represents themental states of themselves and others and
also represents the causal potential of their actions to bring out changes to one another’s states of
mind. For reasons that I discussed in the last section, coming to engage inminded communication
byway of the use of communicative intentions can have important consequences for agents: it can
free them from various kind of communicative bottlenecks and allow them to communicate more
efficiently and reliably. But coming to engage inminded communication byway of the use of com-
municative intentions doesn’t fundamentally change the kind of activity that agents are engaged
in; namely, coming to coordinate their representational states of mind through their own flexible
actions and responses. While all cases of communication that center on the use of communica-
tive intentions are cases of representational coordination, there aremany cases of representational
coordination that do not in any way involve the use of communicative intention. Acknowledging
that some agents—for example, many adult humans— might utilize communicative intentions
in quite exceptional ways does not undermine the central fact that communicative intentions are
not required for minded communication as such.

5 AGAINST REDUCTION

Letme closemydiscussion by considering an objection. It is natural towonderwhether the forego-
ing leads us down a rather slippery slope. It may seem, in particular, that I have simply assimilated
the category of minded communication to the category of natural communication, or else have
undermined the existence of a theoretically interesting division between systems of communica-
tion of this kind. Does representational coordination really carve out a distinctive area of com-
municative behavior—one that is different in kind from the communicative behavior displayed
between bacteria or within the cells of our bodies?
Representational coordination does carve out a distinctive area of communicative behavior, one

that relates minded communication to natural communication in straightforward ways without
thereby reducing one to the other. As a rough analogy: minded communication stands to nat-
ural communication as cultural inheritance stands to genetic inheritance. And just as cultural
inheritance is psychologically mediated in a way that genetic inheritance is not, so too, minded
communication involves patterns of sender-receiver coordination that are psychologically medi-
ated in a way that natural communication does not.43 The distinction between natural commu-
nication and minded communication is—like the more general distinction between genes and
culture— theoretically principled, even if it allows for gradations and lots of borderline cases. Let
me explain.
I take the category of natural communication to be fruitfully understood in terms of patterns of

behavioral coordination that make use of biological signaling. A biological signal is an act or struc-
ture produced by one organism (a sender) that effects the behavior of other organisms (receivers);
that evolved because of the effects the act or structure has on other organisms; and that is effec-
tive because the response to the act or structure by other organisms has also evolved (Maynard
Smith and Harper (2003), Scott-Phillips (2008)). As a number of authors have emphasized, bio-
logical signaling centers on situations in which organisms (or their parts) engage in the exchange
of information with one another in a biologically robust sense of the term (c.f. Millikan (1984) and
(2004), Skyrms (1996) and (2010), Shea et al (2017), Planer and Godfrey-Smith (2020)).
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Examples of biological signaling abound in nature. As I have mentioned, this includes
the between-organism communication that arises among bacteria and plants and the within-
organism communication that makes multicellular life possible. But it also includes many
instances of communication among animals: for example, situations inwhich animals signal their
danger to others through the use of permanent bodily coloration or marks (so-called aposematic
signaling) or the temporal stage of their mensural cycles through the visible swelling of their gen-
italia (a form of sexual signaling common among many primate species).
However, it is mistake to take every instance of communication among animals (much less

among human animals) to be exhausted by the features at work in biological signaling. There are,
in particular, a range of cases in which purely biological construals of communication will leave
core facts about the interactions that take place between senders and receivers underspecified
and unexplained. To take just one concrete example, recall the fact many animals display an audi-
ence effect in the production of their calls: even upon detecting a predator, they do not produce
alarm calls unless they take there to be the right kind of audience member within earshot. There
is nothing in the generic description of biological signaling that explains this effect, and for good
reason. The effect depends on the ability of these animals to integrate their mental representa-
tions of predators with their mental representations of audience members, and to condition the
production of their calls accordingly.
It is thus one thing to conclude that a system of communication is notmediated by higher-order

mental states such as meta-representation or common knowledge, but it is quite another thing to
conclude that a system of communication is not mediated by mental states at all. The lack of
higher-order mental states —be it among humans or among vervet monkeys—simply does not
provide any evidence for the lack of first-order states of mind.44 After all, the observable pattern
of sender-receiver interaction may well be sensitive to the presence of intervening psychological
variables. In paradigm cases ofminded communication, these intervening psychological variables
are relevant for explaining at least two sets of features. First, whether the behavior of senders and
receivers is representationally mediated—i.e. whether sign production and response depend upon
an integrated perspective that allows senders and receivers to robustly track the distal states of
the world despite significant variation in the proximal stimulation to which they are exposed.
Second, whether the behavior of senders and receivers is flexibly controlled—i.e. whether senders
and receivers can vary their policies of sign production and response across different occasions of
use and do so in ways guided by their expectations of the benefits and costs of their actions.
In paradigm cases of natural communication, by contrast, the pattern of sender-receiver inter-

action is neither representationally mediated nor flexibly controlled. No intervening psychologi-
cal variables are needed in such cases, and representational coordination is, in contrast to other
kinds of biologically significant sender-receiver coordination relations, quite beside the point. Of
course, intervening psychological variables could be exogenously introduced into standard mod-
els of biological signaling.45 But to do sowould simply be to introduce a version of representational
coordination of exactly the sort I described in the last section and to tacitly recognize a theoret-
ically important difference between systems of communication that are mediated by the mental
states of senders and receivers and systems of communication that are not.
There is thus a principled distinction to be drawn betweenminded communication and natural

communication, and representational coordination helps us to understand the basis of this divi-
sion. As I have already mentioned, to say that the distinction here is principled is not to say that
it is sharp or exhaustive: there will be manymarginal or partial cases of minded communication.
Marginal cases of minded communication will be instances of sender-receiver interaction that

are either representationally mediated or flexibly controlled, but not both or not both for each the
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sender and the receiver. For example, screaming in response to a surprising event or blushing in
response to an embarrassing faux pas can each be representationally mediated without being flex-
ibly controlled. And the processes that allow a predator on a particular occasion to detect a fake
aposematic signal (or an instance of “Batesianmimicry”)may be representationallymediated and
flexibly controlled even if the signal was produced by the prey in a way that was neither repre-
sentationally mediated nor flexibly controlled. As these cases serve to bring out, even in marginal
cases of minded communication there is a need to move beyond the generic features at work in
biological signaling: we need to consider the specific ways the relevant organismsmentally repre-
sent their worlds and the manner in which their mental representations guide their subsequent
actions.
The existence of marginal cases of minded communication highlights the fact that representa-

tional coordination is not a trivial matter. Not only are there living creatures that do not engage
in minded communication, but minded communication is far from ubiquitous even among those
animals that possess the requisite kind of psychological capacities.
It is ultimately an empiricalmatter to determinewhich creatures onwhich particular occasions

of interaction engage in representational coordination. Still, there is no doubt that the present
framework implies that paradigm instances ofminded communication can likely be found among
a wide range of animals.
Consider a concrete example. There is suggestive (though inconclusive) evidence that the cel-

ebrated waggle dance of honeybees meets the conditions I have proposed for representational
coordination, and hence, for minded communication. For example, honeybees have been shown
to construct and continually update rich cognitive maps which allow them to identify (and rei-
dentify) valuable resources in their environments (Menzel et al (2005)), and they appear to use
these cognitive maps in producing their waggle dances. Moreover, honeybees have been shown
to flexibly alter or suppress the production of their dance depending on a variety of factors—for
example, the relative danger that a foraging route poses for audience members.46 Likewise, hon-
eybees receivers must integrate both tactile and visual sensory cues to access the occasion specific
content of a waggle dance and, further, appear to vary their response to the dance in accordance
with both their own prior expectations of food sources and the relative costs associated with inac-
curate or misleading dances.47 All of this seems to suggest that honeybees display the distinctive
kind of agency required for minded communication in the production and response to their wag-
gle dance—a form of agency that is not present in the communicative behavior of bacteria or the
brightly colored skin patterns of the poison dart frog.
Of course, future empirical evidence could paint a very different picture of honeybee communi-

cation and one may well dispute the details of the data currently available. But no matter how the
details of this particular case shake out, it is clear that representational coordination occurs in a
broad range of animals—not in every living creature or even among every species of animal—but
a quite diverse lot all the same.
The claim that representational coordination, and henceminded communication, can be found

among such a diverse range of animals may well fly in the face of hardened philosophical intu-
itions. However, I take this result to be a feature of the account I have provided rather than a bug.
Minded communication grows out of a general need that psychological agents have to relate their
states of minds to the states of minds of others and to do so in ways that are responsive to the
expected costs and benefits of their actions. If satisfying this need serves as a fuel for both indi-
vidual and communal success, as has long been supposed, then we should not be surprised to
discover that systems of minded communication evolved among a vast array of different lineages
of animals.48
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NOTES
1 Here and throughout I use the term “animal” in a loose and something colloquial sense of the term. Scientific
practice provides a variety of different ways of precisifying the category of animals, none of which agree per-
fectly with colloquial usage. For the purposes of the discussion, I primarily use the term ‘animal’ to denote an
individual organism with a centralized nervous system and a highly mobile form of life; see Godfrey-Smith (2016)
pp. 15-42 for a useful recent review of various concepts of animals.

2 “Intentional communication” is another term that is frequently used to describe this form of communication.
However, this label is unhelpfully tendentious in the present context insofar as it bakes the notion of intention
into subject matter of study at the outset of inquiry. Inmy view, the appeal to intention should instead be seen as
oneway of explicating or explaining the basic phenomena rather than an uncontroversial part of the phenomena
itself.

3 For the purposes of my discussion, I will remain neutral on the question of whether a creature could (implausi-
bly, in my view) have representational mental states without also having some form of phenomenal conscious-
ness. Accordingly, I will proceed to use the terms ‘mental,’ ‘psychological,’ and even ‘cognitive’ as stylistic vari-
ants of one another. While this is standard in comparative psychology and ethology, it departs from other uses
of the terms. For instance, in philosophy of mind and computational psychology the term ‘cognitive’ is often
reserved for representational states of a system that are conceptually-based or have sentence-like structure.
Nothing essential in my argument will turn on this particular set of terminological conventions.

4 This point has been elaborated in detail bymany others; in particular, see Burge (2010) for a rich and empirically
informed discussion of the role of constancy mechanisms and sensory-integration in establishing the lower
bounds of representational content. See also Sterelny (1995) and especially (2003) for an illuminating discussion
of the evolutionary pressures that may drive the emergence of creatures with these distinctivemeans of tracking
the world.

5 This feature of the mental is emphasized in Godfrey-Smith (1996) and especially in Sterelny (2003).
6 See Godfrey-Smith (2017) and Moran (2018) for two recent developments and elaborations of this important
point.

7 These diagnostic questions are closely related to two of the core diagnostic tests for non-natural meaning that
Grice proposed in (1957) and especially those diagnostics that he reiterated in (1982). As noted, these tests are not
designed to provide sufficient conditions for the presence of non-natural meaning or minded communication.
Rather, the tests are designed to provide a theoretically neutral way of characterizing the target phenomena
under discussion, one which stands to be further elucidated by a more complete positive account. Thanks to an
anonymous referee for very helpful discussion on this point.

8 In Section 5 below, I consider cases with split verdicts on these questions or what I call “marginal” cases of
minded communication.

9 Locke (1689/1979), III. 2.1.
10 Although I will reject Grice’s proposed solution to this problem, I believe that Grice’s work should be praised
for its emphasis on the importance of mentalistic vocabulary and of mental phenomena more generally in the
study of human social interaction. This psychological approach to human social interaction had largely fallen
out of philosophical favor at the time of Grice’s early essays. While I disagree with the details of Grice’s account,
nothing I say in what follows is intended to undermine the psychological turn that he helped to (re)establish
within philosophical discussions of the social—indeed, I will be emphasizing the importance of this psycholog-
ical approach to cases of social interaction that do not center on humans or their use of language.

11 The use of the term ‘communicative intention’ to explicitly denote distinctive kinds of psychological states of
agents or instances of what Grice himself calls SPEAKER MEANING came into common use following the
influential discussions of Sperber andWilson (1986/1995) andRecanati (1986), although Sperber andWilsonused
the term specifically to refer to instances of clause (ii) in Grice’s analysis. As Neale (1992) discusses at length,
there has been some debate about whether clause (iii) should be included in the explication of the relevant
intentions or whether clauses (i) and (ii) should be taken to suffice. Although the arguments that I develop in
this paper apply even to those that take communicative intentions to merely require (i) and (ii), I will adopt
the textbook characterization that requires all three of Grice’s clauses for both ease of presentation and because
I think that the third clause helps give a rationale for the second clause that would otherwise be lacking; see
Moran (2018) and Harris (2021) for relevant discussion.
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12 As I will understand the term here, “meta-representations” denote a class of representations with both a distinc-
tive kind of content and a distinctive kind of structure. At the level of content, meta-representations are represen-
tational states of an agent that are directed toward or about the representational features of their own and others’
mental states—i.e. representational states that feature attributions of non-factive representational properties
such as error/accuracy, truth/falsity, or aspectual perspective. At the level of structure, meta-representations
have semantic contents that are embedded under mental states (such as believing, desiring, considering, etc.)
which themselves have independently specified semantic contents.

13 Juan Carlos Gómez (1994) and, more recently, Richard Moore (2017) and (2018) have each suggested ways of
using the terms ‘communicative intention’ and ‘Gricean communication’ that would not require much psycho-
logical complexity on the part of agents. While I am highly sympathetic to the motivations that animate these
discussions, their proposed terminology serves to eliminate all the distinctive elements of Grice’s account that
cannot be found in the discussions of earlier authors (for example, in Augustine’s (426/2008) discussion of con-
ventional signs or in Hume’s (1739/1975) discussion of promise making). Furthermore, these ways of using the
terms “communicative intention” and “Gricean communication” leave us without labels to describe the differ-
ence between creatures that can engage in meta-representation and means-to-end causal reasoning on those
meta-representational states and creatures that cannot. I take my term ‘minded communication’ to provide a
less anachronistic label for the subjectmatter that Gómez’s andMoore’s important proposals serve to illuminate.

14 See Moore (2018) for useful discussion of this point. In Armstrong (Forthcoming) I argue that communicative
intentions are favored in specific social environments in which agents need to communicate with a demograph-
ically diverse group of interlocutors about a wide range of spatially and temporally displaced subject-matters. I
argue that such social environments have long been characteristic of human populations and, as such, that there
is good reason to believe that communicative intentions are important for understanding distinctively human
forms of minded communication even if they are not required for minded communication or even linguistic
communication as such.

15 The parenthetical “uniquely unique” is needed for the simple reason that every system of communication—like
every individual and every species of organism—has unique features. The interesting question is not whether
human communication is unique but whether the unique ways that humans communicate is or is not excep-
tional from the point of view of the comparative-evolutionary study of communication.

16 This line is suggested strongly suggested by Sperber andWilson (1986/1995) and explicitly taken in Scott-Phillips
(2014).

17 An appreciation of the significance of the connection between animalmovement and animalminds goes back at
least to Aristotle, as has been emphasized by Nussbaum (1984). Merker (2005), Godfrey-Smith (2017), Ginsburg
and Jablonka (2019) provide more recent discussions of the connection between mind and mobility.

18 This system was first discussed by Struhsaker (1967) and was confirmed under careful experimental conditions
by Seyfarth, Cheney andMarler (1980). See Cheney and Seyfarth (1990) for an elegant presentation of this work,
and Ducheminsky et al (2014) for a recent replication of the initial results.

19 See Schlenker et al. (2016a) and Schlenker et al (2016b) for discussion of the particular semantic features of these
and other primate alarm calls system. While the context dependence at work in the vervet alarm call system
seems purely automatic or indexical, I argue in Armstrong (2019) that there is evidence that many monkeys
and great apes also utilize non-automatic or supplemental context dependent signals in their communicative
exchanges–particuartly in their use of “social calls” prior to social interaction with one another or following
violent conflict.

20 It is also worth noting that vervet alarm calls pass Grice’s own diagnostic tests for non-natural meaning: it is
perfectly felicitous to report “that vervet call meant that there is a snake nearby, but there is no snake nearby”
or, more generally, to attribute the act of communication to the individual vervet monkey that produced the call.

21 This so-called “Audience Effect” has also been documented in the alarm calls of a species of ground squirrels
(Sherman (1977)), in domestic chickens (Karakashian et al (1988)), and in many other primate species (Zuber-
buehler (2009)).

22 See Cheney and Seyfarth (1990) and (2007) for extended discussion; see also Tomasello and Call (1997), Rosati
et al (2009), Andrews (2012), Fischer and Price (2016), and Burge (2018) for more recent reviews of the status of
meta-representation among non-human primates.

23 For discussion see Tomasello and Call (1997), Cartmill and Byrne (2007) Kalan and Boesch (2015), Moore (2016),
Crockford et al (2017), and Townsend et al (2017).
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24 See Blumstein (2007) and Kappeler et al (2013) for discussion of more general features of mammalian commu-
nication systems; see Pepperberg (1999) and (2004) for discussion of grey parrots and corvids.

25 Calcott (2013). As Calcott emphasizes, this is a similar but not quite identical distinction to the ultimate expla-
nation/proximate explanation distinction developed by Mayr (1961).

26 This example is discussed in Calcott (2009), building on the discussion in Prum (1999).
27 The lineage version of the argument helps to bring out the fact that the distinction between natural commu-
nication (or, relatedly natural meaning) and the category of communicative intention cannot be exhaustive or
sharp. For a sharp division of this kind would involve an abrupt transition from the mechanisms that enable
organisms to track and respond to co-variations in their environment to the mechanisms that enable organisms
to generate meta-representations and reflexive meaning intentions. The trouble for INTENTIONALISM is that
an abrupt transition in mechanisms of this kind would violate the continuity requirement on lineage explana-
tions. I will set this problem aside for the purposes of my discussion since it could well be maintained, following
Grice’s own remarks (1957), p. 215 on the issue, that there are cases of communication that do not neatly fit into
either the category of natural communication or the category of minded communication.

28 In his (1982) discussion, Grice provides a brief discussion of the origins of communicative intention or SPEAKER
MEANING (in his technical use of this phrase). But Grice himself takes his discussion to be a mythic origin
story, rather than a serious historical or evolutionary reconstruction. Even as myth—or what Bar-On (1995)
insightfully describes in terms of a rational reconstruction of the origins of SPEAKERMEANING—the trouble
with Grice’s tale is that it does not provide an account of the population level processes that serve to explain
why the psychological capacities supporting SPEAKER MEANING would need to come on the scene in the
first place. My present point is that plausible population level accounts presuppose that the members of the
underlying population are already engaging in minded communication.

29 See Tomasello (2014), and more cautiously, Sterelny (2012) for a recent statement of this view.
30 See Cosmides and Tooby (1992), and the papers in Byrne and Whiten (1989).
31 See Hrdy (2009), Sterelny (2012) and Gergely and Csibra (2011).
32 See Dunbar (1996) for a particularly clear development of this basic point.
33 The proviso about “asocial” psychological processes of reasoning and reflection is important because—as
Mercier and Sperber (2017) have recently argued— psychological processes of reasoning and reflection could
have evolved for social purposes such as discursive engagement and social persuasion.

34 For relevant reviews, seeDunbar and Shultz (2007), Emery et al (2007), and especiallyMuthukrishna et al (2018).
35 A similar claim has been made concerning the developmental origins of meta-representation in contemporary
humans; see Garfield et al (2001), de Villiers and de Villiers (2014), Hayes (2018), and Moore (2020) for discus-
sion. However, this (controversial) claim about human ontogeny is independent from the claim I ammaking in
the paper about human phylogeny.

36 Here and throughout I assume a broadly etiological account of functions of the sort suggested by Wright (1973),
and subsequently elaborated and refined by many others.

37 Of course, the relevant actions also function to coordinate overt behavioral responses. The present point is that
acts of minded communicative function to coordinate over behavioral responses by way of functioning to bring
about changes to audience members’ representational states of mind.

38 In a range of other cases discussed byGrice (1957), the same considerations lead to the same verdict. For instance,
Grice suggested that cases like Herod presenting the severed head of John the Baptist on a platter or that of one
agent showing a photograph of a painful event to another agent were not genuine cases of non-natural meaning
or communication because at least one of the three conditions on communicative intention failed to be satisfied.
However, these cases are all ruled to be instances ofminded communication by the lights of the present account.
I take this these verdicts to be advantages of the present account rather than liabilities.

39 This point highlights a contrast between the current approach to communication and the ‘expressivist” approach
to communication recently developed by Dorit Bar-On ((2013a) and (2013b)). Bar-On’s account of communica-
tion centers on the important fact that that many paradigm cases of so-called expressive behaviors (e.g. a gri-
maced face or a hurried gait) are both mediated by the mental states of agents and can reveal those mental
states to suitably informed audience members. One issue here concerns how to provide a clear and informative
demarcation of the category of expressive behavior. But even if we just focus on paradigm cases of expressive
behavior, the trouble is that there is nothing essentially communicative about the category of expressive behav-
ior: many expressive behaviors are not produced because of the effects they have on others’ states of mind and
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are just as likely to be produced outside the context of social interaction as they are while interacting with oth-
ers. In this sense, expressive behaviors can often serve as cues to agents’ states of mind without functioning as
genuine communicative signals of agents’ states of mind. In my view, expressive behaviors are indeed relevant
for the study of minded communication but only after those behaviors have been selected because of their role
producing and perpetuating representational coordination.

40 Cumming (2013a) and (2013b) discusses an analogue of this notion under what he calls alignment. For reasons
Cumming emphasizes, it should be noted that representational coordination does not require that senders and
receivers enter into numerically identical representational states of mind—in particular, representational coor-
dination can be achieved among states of mind that have relevantly similar representational contents.

41 See Zuberbühler (2009) for a discussion of the different kinds of benefits that are at work in the use of alarm
calls.

42 Similarly, patterns of action and response centering on representational coordination can come to be stably
reproduced or perpetuated over time between two or more agents by a variety of psychological resources—for
example, by operant conditioning or by observational learning—that are far less demanding than the patterns of
common knowledge involved by Lewis himself; see Burge (1975), Gilbert (1989) and (1990), Skyrms (1996) and
(2010), Millikan (1998), and Moore (2013) for discussion of this point.

43 The analogy should not be pushed too far. Many cases of natural communication are under only very limited
or partial genetic control, and cultural transmission can occur in the absence of representational coordination
via a kind of cultural eavesdropping in which members of an out-group acquire valuable attitudes and skills by
covertly observing the actions of those in some in-group.

44 In his important and otherwise insightful discussion, Skyrms (1996), pp. 93-94 quite explicitly makes the infer-
ence from (i) the fact that vervets have no need for higher-order mental states to stabilize their use of alarm
calls to (ii) vervets have no need for mental states at all to stabilize their use of alarm calls. A similar pattern of
inference may be behind his more recent assertion that “all meaning is natural meaning.” (2010), p. 1.

45 Intervening variables could also be endogenously introduced as a function of more complex and, in particular,
moremodular forms of biological signaling. This appears to beMillikan’s general strategy and it is deftly pursued
in Barrett and Skyrms (2017). Although nothing I say is inconsistent with this strategy, I’m skeptical that all talk
ofmental representation or of psychological processes can be explained in terms of interactions between discrete
entities playing the roles of senders and receivers; see Shea (2018) for useful discussion of this point.

46 See, for example, Menzel (2011), Abbott and Dukas (2009), and Chatterjee et al (2019). As Rescorla (2013) high-
lights, there is a need to interpret these results cautiously.

47 See Grüter and Ratnieks (2011) and Wray et al (2012).
48 Versions of this paper were presented to audiences at the Institute of Philosophy in London, at the Institut
Jean-Nicod, at the Philosophy of Biology at Dolphin Beach Workshop, at the University of Queensland, at the
2nd California Philosophy Workshop, at the LPS Program at UC Irvine, and at the University of Connecticut. I
thank those present at these talks for their insightful questions and comments. I have benefited from exten-
sive conversations and feedback from my colleagues and students at UCLA, particularly Tyler Burge, John
Carriero, Sam Cumming, Daniela Dover, Gabe Dupre, Gabe Greenberg, Mark Greenberg, Pamela Hieronymi,
Gabby Johnson, A.J. Julius, Bill Kowalsky, Gavin Laurence, Savannah Leon, Michael Rescorla, Sherri Roush,
and Seana Shiffrin. I am also greatly indebted to conversations and encouragement from Dorit Bar-On, Peter
Godrey-Smith, Grace Helton, Eliot Michelson, Ruth Millikan, Richard Moore, Alex Morgan, Michael Nelson,
Wai San Ng, Lucy O’Brien, Cailin O’Connor, Carlotta Pavese, Matthew Stone, Ron Planer, Stephen Schiffer,
Robert Seyfarth, andWill Starr. Finally, I would like to thank two anonymous referees provide byNous for their
helpful and judicious comments on the paper.
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